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IMPORTANT INSTRUCTIONS

The applicant will be supplied with Questlon Booklet 15 minutes before commencement of the
exammatmn

This Question Booklet contains 200 questions. Prior to attempting to anéwer the candidates are
requested to check whether all the questions are there and ensure there are no blank pages in the
question booklet. In case any deféct in the Question Paper is noticed it shall be reported to the
Invigilator within first 10 minutes and get it replaced with a complete Question Booklet.
If any defect is noticed i in the Question Booklet after thescommencemeént of examination it
will not be replaced. e

Answer all questions. All questions carry equal marks,

You must write your Register Number in'the space provided on the top right side of this page. Do not

write anything else on the Question Booklet. |

An answer sheet will be supplied to you, separately by the Invigilator to mark the answers.

You will also encode your Register Number, Subject Code, Question Booklet SI. No. etc. with Blue or
Black ink Ball point pen in the space provided on the side 2 of the Answer Sheet. If you do not encode
properly or fail to encode the above information, action will be taken as per commission’s notification.
Each question comprises four responses (A), (B), (C) and (D). You are to select ONLY ONE correct
response and mark’ in your Answer Sheet.’ In case you feel that there are more than one correct
response, mark the response which you consider the best. In any case, choose ONLY ONE response for
each question..Your total marks will depend on the number of correct responses marked by you in the
Answer Sheet.

In the Answer Sheet there are four circles @), @), © and (D against each question. To answer the
questions you are to mark with Ball point pen ONLY ONE circle of your choice for each question. Select
one response for each question in the Question Booklet and mark in the Answer Sheet. If you mark
more than one answer for one question, the answer will be treated as wrong. e. g If for any item, ® 18
the correct answer, you have to mark as follows

this Question Booklet and the Answer Sheet out of the Examination Hall during the examination.

After the examination is concluded, you must hand over your Answer Sheet to the Invigilator. You are

allowed to take the Question Booklet with you only after the Examination is over. a

The sheet before the last page of the Question Booklet can be used for Rough Work.
Do not tick-mark or mark the answers in the Question Booklet,

Failure to comply with any of the above instructions will render you liable to such action or penalty as
the Commission may dec1de at their discretion. '
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1. Find the Geometrlc Mean for the fol]owmg values, 2, 3 and 4.
(A) 3.000 . ' o (B) _24.000
(C) 8000 o 2.884

2. - In a distribution lower quartlles is 30 and upper quartﬂe is 50, find the seml-mterquartﬂe ‘

range . o .
(A 20 . ' -\9(10

© 5 . T ) Y
3. - Karl Pearson’s 7, co-efficient is equal to
@ & . o ®) p+3

"Mﬂg—sk T o B

i I f, >3, then the assoc1ated distribution is called

(A)  Mesokurtic \M Leptokurtic o ‘
"(C) Platykurtic - . (D) Symmetrical . . ’
5. If the rate of changes’ between two variables X and Y is in the same direction, the
relationship between X and Y will have '
W posmve correlatlon (B) negative correlation
(C) no correlation, ) r=0
6. The co-efficient of correlation betfween two variables 7(X;Y)>0 when
(A) Xisincreasing and Yis aecreasing o .

Both X and Y are increasing
(C) Xisdecreasing and Y is increasing
. '(D) “There is no change in X and ¥

7. When two lines of regression become perpendlcular each other, the correlation between the
" two variables will be

(A) perfect positive correlation
(B) perfect negative correlation

W no correlation o

(D) either positive or negative correlation

STATM/17
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8. . Inrolling of two distinct dice at a time, the variable X is defined‘as the number greater than *
' 2 and the variable Y as the sum of numbers of two d1ce is less than 10 These blvarlate
distribution of (X Y) 15

(A) continuous LT M dlscrete ‘ o A.‘_V

(C) ' both e'ontinu(jus and discrete - (D) nelth_ercontm_uous nor a_iecrete

. 9. . Mark the correct answer in the followmg

For two random variables X and Y, the relatmn E (XY y=FE (X) E(Y) holds good
M 1f X and Y are statlstlcally 1ndependent

‘ iB) for all X and Y
©) - er and Y are identical

- {D) = ifXand Y are depéndent :

"l(j. - If two dice are thrown then the probabﬂlty that the sum is greater than 81s -
W us o ® 1/2 —

o sy, s

‘ 171., A bag contains-3 red, 6 whrte and 7 blue balls the probabl_hty that the two balls drawn are
whlte and blue is ' .

3 . . 13
@ % ~(,B>.—@

J% R o5

12_- A probablhty curve y = f(x) has a range from 0 to oo, If .f(x) = e”” '_theri mean and variance

4/(11) R ® a»

© @D e D 22 y
13'.: | ‘-The expectation of 'the_rlumber'on a. die when thrown is
A 7. ‘ , M__
cy - . ' ' D) 2
7 ot - ‘
sTAT™MAT 4 I e
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F(a) F(b)
F(b—) F (a )

®

F(b) F(a )

@9" F(b) F(a)

o “functlon is glven by f (x) kx2(1 xa) where ki is a constant Fmd k

.
T ‘ .
h . : e
)

T

‘A ;}

ksl'

(gaf’.k 6

@

Flnd the exnee_tati‘on of the numbet on a die ‘wheh‘t}irown

“d .

@y

-',{_: BRI

19,

1.

. iVTT_‘ | .

f (xy) f (x) AN
f (x y) f (x)+g,,(x)

E(XY) 1
E(XY) E(X) E(Y)

.'/'
. .

oo
T

»

_A (B) _'k;
. @)’
Two random vanablesX and "Yare mdependentlf .' ‘ R '.'. .
| a’f (xy) f(x) g,cy)

). fg_(x.y)= f,’(x) ,+,g,.(y)

" .‘If two random vanables X and Y are 1ndependent then

(B)

R

o)

k_

10

15
_1024,‘

E(XY) 0 _
E(XY) E(X)+E(Y)

6

7';"

. .' .

E _,If F is the dlstrlbutmn functmn of the random vanable X and 1f a< b then P(a < X < b) =

, A random varlable X 18 dlstnbuted between the values O and 1 and its probablhty densnty

If X isa random varlable thh 1ts mean X the expressmn E(X X ) represents

<_A>'

«/

D)

The vanance of X

Second central moment T

Both (A) and (B)

Noneof@gand(e)fi,

-~

.
I
\
e
'
Y
.
~. .
=
L )
1
L.
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20

' 21.

22. -

23,

94,

. 95.

.5
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- The probability density function of standard normal variate is

s

IfX —->.P(/I‘r‘:,100) then by using Chebyshev’s inequelity_,the lower bound for P(75 < X <125)

is i ' o k
(A 016 - S @/ 0.84.
- R M o0

© 05

The Shewhart type control charts are very effectwe when we are 1nterested m
(A)  detecting the quantum of error '
W detectmg the larger shifts i in the process characterlstlcs
(C)  detecting the smaller shifts in the process charactemstms
(D)  detecting the sample size o ) ;

IfXis un1f0rm1y d1str1buted with mean 1 and varlance 4/3 then the value of P(X < 0) is |
M 1/4 L ® 12
. D 1

s

4

A 1 e?? —w<z<wm 4 . (®) le_zim; —0<Z <0,
oN2r : g '

—== P -0 <z <0 D) ——e*"; ~w<z<w
- 427:_' ) ‘ o Ve R

The moment generatmg functlon of normal distribution is

(A) ‘e,.u! J-tl : : - ) ’ (B) i e,ut+lzcr

' 1,2, . o ' . -1
BN G @) e

The number of accidents that occurs durmg the various days of the week are 14, 16, 8, 12,
11, 9, 14. The chi-square value of test whether the accidents are uniformly distributed i is

w7 S B s
© 12 o G

.Cychc pattern of sample pomts in the control charts 1nd1cate towards ass1gnable causes
which is due to ' :

M Materials and machmes . ~ (B) Bad We'ather
©) Uns_l_{llled labour .. . - : (D)" Temper_ature

.
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XY 1s"_; SR N T o
'_"';"(A._) Normal d1$tr1but10n ' R \%?unomlal dlstrlbutlon o '

-,328}7

29,

430,

31... A mlmmum varlance unblased estlmator T is_.sai'd‘ to"- be uniqne 1f for any ,e'i:her‘ L -

M -gx standard deviation - . @) . 2x standard d_evietienu _
‘ L P I T .

() .Geometr_lc d1‘str1bu_mon - | o (D) Hyper geometnc dlStrlbllthn e

The mode of Pmsson dletnbutlon when 2 1s, an 1nteger 13 glven by -

@) (A1) andz L (B), A-1

M - 1) and;, BT (D) e

In Poigson dietribution ,virith'um't mean, mean deviation about mean-is . . - .

.o~

) -_'-;-x'_standarjd.deviaﬁont C 7 ® Lk standard deviation -

Moment generatmg functlon of B1nom1al dlstrlbutlon is
L@ (q+pe )'" L e (B) (qe +p)" :
\’ﬂ' (q+pe)" e e (D) (q+pe) -

~ PP e T ;
. v .

4

e estlmator T

82

' rtf-,;

M Var(T) Var(T) _"-'.‘ | (B) '_Var.'(i’.’,;)s-Vcir..(T;)' .
'(C) Var(T ) Var(T) ’ ) ) "i/-'ar(:T;“):tVarj'("'_l‘.",;')-. :

Let {’ T } be a sequence of estlmators such that for all ﬁe o .

: 'E (T )—)r(ﬁ),as o and

:Varg(T)—>0 ds- n-—>oo then _rﬂ -

. (A) T, 1s a 1ncons1stent estnnator of 1(9) (B) T 1s a unb1ased estnnator of r(f?)

M T is a consmtent estlmator of 7(8) (D) T, is. a blased est1mator of r(t?)

!

w

S e - [Turn over ..

If. X and Y ‘are 1ndependent P01sson varlates then the cbndxtlonal d1str1but1on of X gwenl o



33;_ . Ler X, X5, X, be a random sample from a populatlon w1th pdf f(x, 9) 95" 0 <X <1, =

6’ >0. The sufflc:lent estimator for 9 1s.

Zx-- | ® ¥
Mnx I

.

34. "Tisa sufﬁ01ent statlstlc for 6 if and only if the 11ke11hood functlon L can be expressed as‘
A gt L ® o
N @I O &U@IE

35, - If T is the MLE of & and q)(ﬁ) is.one to one functlon of g, then qo(T) is the MLE of 90(0) . |
This property 18 known as. - ' :
M Invariance prOperty of MLE

(B) Cramer Rao theorem -

(&) Hazoor Bazar 8 theorem

(D) . Asymptotlc normahty of MLE s

36. " Let X, x2,1..,x; be a random eample from the uniform distfibution with p.d.f f(x, 9)-‘—- %,

| (');<x<19; 6> 0. Then MLE for 0is

@ v=x, S B o=—"
M b=1x, o (D) 6=%
- 87, Let x,%,,...,x, be a random s'amplefrom the rectangular population f(x, a, ﬁ)=El——,
‘a<x<fB.The MLE for § is | e
@ oy o o ' ( )
© T N (I
osTATMT . . . 8" E=
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38 ‘ Any cons1stent solutron of the hkehhood equat1on prowdes a maximum of the hkehhood w1th

probablhty tending to unity as- the sample size n = . This statement is related to

—

(A) Invarrance property L '(B) Cramer Rao theorem

- M Hazoor.Bazarstheorenl o (D) Asymptotlc Normahty of MLE

The cr1t1cal value of the test statistic at Ievel of 31gnrﬁcance & for a two- tazled test is grven '
by the equation - : -

@ plesz)=a. - | ® pl<z)iar

S ea)=e o pka)ea

.40

Ifa basrc solutlon also sat1sﬁes the non- negatnnty restrlctlon of 3 an L. PP, then that solutmn
1s called

'(A) Infeasfole solutlon R M Basm feasible solut1on e
©) Basm 1nfe‘as1bl.e solution j- - (D) Optrmum solut1on -
" For tésting H, "6=€0 against - H, :‘9-—-_ 6,, the criticai region w and the test basedon it 1s :
said to be unbiased if o ' I -
'(A).. power of the test = size of the cntlcal 1eg10n

. (B) ~ power of the test # srze of the critical reglon.
‘ _‘"(C)' © power of the test < size of the critical region’
‘ w . power of the test 2. size_.of the critical region: - -

£y

‘,Comment on the fo]lowmg statements on asymptotlc propertles of hkehhood ratlo test.

‘Statement (1) Under certam condntrons Zlogez has an asymptotm F dJstrlbutmn ‘

- Statement (2) : Under certam conditions, hkehhood ratio test 1s mcons1stent .
A Both (1) and (2) are correct - (B) (1) is correct but, (2) is erng

(O Qis wrong but (2)-13_ correct y Both (1) and (2) are wrbng )

To test the equahty of varlances of several normal populamons whrch of the fo]lowmg test is - |

© used? | | Lo : ) R
(A) ttest . :(B)‘ 'F-testi T T L
W Ch1 square ‘test - v D) ,Fisher’slt_es't_ R oLt

.9 - : :: | _. ) STATMI'?
I | .[Turn over "



44,

45,

46

A random sample of 500 pineapples Were taken from a large conmgnment and 65 were}found
to be defectwe The standard error of the proportlon of defectxve ones in the sample is

@ o013 o .. (B) 087

" YOT L @ 05

Ifxis.a chi-square variate with n degrees of fr_eedoi_n then for _large n, V2x follows -

@ NoDn o . (B) - N{u o)

W Nay D) N

Comment on the followmg statements regardmg the assumpt1ons of t- test for dlfference of
' means.

Statement (1) Parent populations from which the samples have been drawn are normally

distributed -

Statement (2): “The populatlon variances are equal and unknown

‘ (A) " 'Both (1) and (2) are incorrect

(B) (1) 1s correct but (2) is incorrect

(¢ (1) 1s incorrect but (2) is carrect

M Both (1) and (2) are correct

. I

47. ‘On examining the samp]e of a partlcular stuff we arrlve at a decision of purchasmg or
're]ectlng that stuff. The errorinvolved in such approxxmatwn is known as
(A) Standard error T - (BY Typelerror
(C)  Type Il error ‘ W Samplmg error

48.  Comment on the following statements : \
“Let k>0, be a conatant and w be.a critical region of size a such that

' - ‘ L
Statement (1) : w=4{xes:—L < k
Statement (2) : w = {‘c €S§: L > k} i
o ) Ly, _ .
(A) " Both (1) and (2) are correct ' '1 (B) (1) 1s correct but (2) i 1s 1ncorrect
(C) (1) is incorrect but (55) is C’orre'c_:t M Both (1) and (2) are incor rect
. STATM/17 - L 1'0‘ =




R

o '_.4.9‘.‘_ X The techmque of drawmg a sample, each tnit of the populatron has an. equal chance of bemg '
Lo 1nc1uded in the sample is called R 5 S :
e (’A)V stratlﬁed samphng oL (B) cliister sampling -
. R y.

. _(é) guota samphng R R %ample random samphng’ ‘
| 50. A strata isa . o .
h o (A) ": non- homogeneous sub group of the populatlon ‘ |
(]-3) sample of: the populatlon o
M homogeneous sub- group of the populatlon
O overlappmg sub group of the populatmn .

} 5_'1-. InSRSWOR calculate V(y,,)R whereN 300 n= 30 s* -80268 S
«f'2408 B I P

© 2506 s R (D" 2204 o

‘, . 5 If the populatlon consrsts of a hnear trehd then . o N
r @) V(ys,)>v<y,,y,,>>var(y,,)n L ® V(ysﬁ)w(y,,);z <V<y.,t) AR i

" wf’ V(y,,><var(ym)sV(y,,)R _- ,‘-_(D,. V(yn)RsV(y,,,)w(ys,) IS YR

53 The'stanQa;r"d error-of sample mean 3 1s equalto .

54: Completely Randomlzed des1gns are: su1table in the s1tuat10n when Do e ‘ e
o W some unlts are hkely to fall to respond -
' (B)" - all the experlmental umts are not homogeneous T h RN e , -

. ) . - . st < Y

©) . number of treatments is large

L B (D) : _plot srzes are very large -

'1“

o STATM/IT .
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55.  Randomized block design is not suitable for -
(&)  smaller number of treatments (B) “smaller experimer'lta,l units

M large number of treatments _ (D) -field experiment

56, -' If n units are selected in a sample from N populatibn units, .’thé‘ sampling fréét-ion is

) . ..1 ' 1
@ = 1
(A) N (B). —
n - N
_ Dy
, w N | (D) .
- 87.  In C.R.D. if the M.S.8. due to treatment S ='—1 and M.S.S due to error S2 =—F
: g L . : . u-1 n-v
the ratio — follows.
¥

(A)  F distribution (central) with (n-v,u-1y df.
'W F distribution (¢entral) with (u-1,n.~v) df.-

(C) . F distribution (non centra]) dlStl‘lbuthIl :
_ (D) F distribution (central) with (v,n+v) d.f

58. In ANOVA for two.way cla551ficat1on with one observatxon per ce]l (leed effect model) the '

. Error Mean sum of squares is glven by "

] .

Sp

S oosr | ' - g

A E . . . u

@) k-1 N B
' 2 - . 2
Wu______ Sg (D) ,‘S.ii

: (h-1)(k-1) . 3 B kh

59. When -sf = iS’f ~and 2= 'IS;FSI;J which are’ unbiased estimates of ol under
—_— N e : , ;
e - 2
Hy iy = gy = Hy. ; H02 @y =ay = =a,=0. The variance ratio S follows

"~ (A) Snedecor sF (central) dlstrlbutlon (N + k) d.f.
(B)  Snedecor’s F (non- central) dlstrlbutxon :
W Snedecor's F (central) distribution with ((k - 1) N k) d f.

(D) - Snedecor’s F (central) distribution with {(N - le), (k - 1)} d.f.

STATM/17 L 12
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T GO. - Which of ths followmg is not the As51gnable causes of vanatlon given the vanatlon due to
M voltage ﬂuctuatlons and vanatlon in temperature ‘ ST ' S
-(B) - defective raw matenal ' o - ' | L
(C) neghgence of operators
% (D) | 1mproper handmg of machme
6L If 7 and o' are known specific value of y and ol respectlvely The 3- -0, control l1m1ts are I

given by - . ' ‘f

Mp:tAcr where A—

®) ,UiAU whereA-— SRR

s_ﬁl

T

L © '.'p'i_AEr"WhereA= @) 4t Ao’ where A== 5
- - “n-1. _ n-1
62.‘_- _The value of D, in LCL}\, of R — chart is given by (when o in unknown) .
w. Da-1+3d— . ® Dp,-1-3% B
« D3—1 3ﬂ - ‘ . D). D, =1‘+3ﬁ

N

63, A process is said to be runmng out of control 1f the sample pomts of. the mterested
characterlstlcs ' ' -
(A)  Falls within the control limits .
% FaHs out31de the control hmlts i
(C). Shows Random pattern thhm the control limits

(D) Shows Irregula_r pattern ‘within the cont_rol hmlts' _

64.  Given the values of Ranges of 10 samples (sub group size n=5)

‘Range 5657748646

Construct UCLR ochhart glven d2-2 326, d3—0 864 . S . i ;
@& 10263. S . szss L R
(©) 11263 . - 0+ (D) 13.263

13 o . STATMAT -
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65.

66.

67.

68.

69.

STATM/17 ‘ 14

(Npl J(N -Np,] ] - Np1 p1
\M’PP=Z< @ A n-d . (B) PP=Z< N
d=C+1 d=C+1
LJ
' ]\Tpl IP1J
© P= > 1 (D) PP=Z< >
d=C~1 d=C-l

—~

For a single sampling plan {N, n, c}, the producer's risk is given by

In a Double sampling plan denoted by {N, ¢y, Cy, My, Ny} with d), d,, denoting the no. of
defectives in the sample of size n, and n, respectively the Average sample Number (ASN) is

given by
@A) ASN=n,+m P, - . (B ASN=n+mP
(C) ASN=1L2+n1('1—Pl) A MASN=H,1 +n,(1-F)

Where P, is the probability of a decision (acceptance or Rejection of the lot) on the basis of

1t sample. -

In canonical form of L.P.P. the objective function is of

(A)  Minimization type ' W Maximization type -
(C) Equality type (D) Inequality type
A set of values [x, x,, ..., x,] satisfying all the constraints of L.P.P except the non-
negativity restriction is called '
M Solution _ (B) Feasible solution
(C)  Optimum solution (D) Infeasible solution

If in a basic feasible solution, all the basic variables are positive (>0) and remaining non-
basie variables are zero, then that solution is called

M Non-degenerate basic feasible solution
(B) Degenerate basic feasible solution
(C)  Optimum sblut_ion -

(D)  Infeasible solution

1t




- 70.. Two rneasures of,cycli_cal“variatien are
(A). - Percent of trend arrd_Y =‘a‘+, bX - _ _
- (B) Relative evelical residua'l ax‘xd least squares method -
(C) Percent of trend and movmg average method

W Percent of trend and Relatlve cychcal res1dual

71 Using seasonal indices to remove effects of seasonality from a time-series is known as -
the time series. :

(A) seasonahzmg
M deseasonahzmg

() - translatmg . * - o S
(D) codmg_- L : ‘ . E | S

72. . The Multiplicative model of time series is expressed as . )
(A Tx8xC - . ® TxCxI -
M TxSxCxI ‘ D) T+8+C+I -

73.  An Additive ‘model of time series with the components T, S, Cand I is denoted as
| (A) T+S+CxT n B) T+SxCxI o
NP TAS+C+l . D) T+SxC+I

74 For the glven ﬁve values 15, 24, 18 33 42 the 3 yearly movmg averages are

@ 19,2233 S Ww 25, 31

S © 193031 ig, 20,33 - . L

75.  The data is divided into 2 equal parts and average are calculated for both the parts. These
-averages are called ‘ ~ - o

(A) Graphrc method .
(B) Movihg average.

M Seml averages ﬂ

(D) ‘Ratio’ to movmg average

n

15 . STATM/17
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76.

|

79. -

80.

81.

82,

~t

The moving averages in a time series are free from the influences of
(A) Trend and random variations

(B) Trend and cyclical variations

W Seasonal and irregular variations

(D)  Seasonal and cyclic variations

Irregular variations are '
(A)  Predictable _ - qsf Unpredictable
(C) Cyclic _ (DY Periodic

A time series consist of

(A) Two components . (B) Three components

\M Four components : : (D) Five components

Reed-Merrel method is one of the principal methods used for the construction of
(A) Life table - MAbridged life table
(C)  Radix of table (D) Statistical table

~ Population census is conducted at regular intervals of times, usually

(A) Every five years : M Ten years
(Cy Everyyear , : (D) Every fifteen years

The circular test is satisfied by
(A)  Simple aggregative index M Kelly's index
(C) Laspeyre's ' ’ (D) Paasche’s index

The formula for value index number are value index V =

@) V=P, 00 - q{\hmxmo
2pq - Po Qo

© V=2%B 00 O V=2%Pe, 00
2G, Py, : -y

STATM/17 | 16
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83. | ‘Simple aggregative me‘thod of cnnstructing unweighted index num'bers is
(A) Ratlo of current year pr1ces and base year quantltles mu1t1p11ed by 100 -
.(B): Ratio of current year quant1t1es and base year quantities multiplied by 100
(O) Ratio of current year quantities and base.year prices multlply by 100 |

\M The total of current year prices for the various commodltles is divided by the total of
' base year prices and the quotlent is rnultlphed by 100 :

84. * Consider the followmg statements 7
‘ X): ‘"The base period under the constructron of index number should be a normal perrod

k]

(Y): Time reversal test of the index numbers in Py x@y =1 - -

(A) Both the statements (X) and (Y) are correct |
B) Both the statements (X) and (Y) are 1ncorrect

W (X) is correct (Y)1s 1ncorrect
Dy (X) is incorrect, (Y) 1s correct

.85.  The Dorbish and Bowley s price 1ndex formula is the
(A) Geometrlc mean of Laspeyre s and Paasche’s pr1ce mdex formula
M Arlthmetrc mean of Laspeyre s and Paasche’s price 1ndex formula
(C)  Weighted mean of Laspeyre’s and Paasche’s price mdex formula

(D) Harmpnic mean of Laspeyre s and Paasche’ s price index formula -

86.  Consider the following statements : g . ) - ‘
M) - Flsher 8. 1ndex is the geometric mean of Laspeyre s and Paasche mdlces

(N) : Index numbers are ‘economic barometers

J Both the statements (M) and (N) are correct
(B) (M) 1s correct, (N) is 1ncorrect

() ('M) 1s incorrect, (N) is correct _
‘ (D) _ Both the statements (M) and (N) are 1ncorrect

‘ 87 ~ Index ‘numhers are also known as o _
(A) Ecenomic harOmeters - " (B) Signs and guide posts .
M " Both (A)and(B) __ ' (D) Neither (A) nor.(B)

17 . STATMA7
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-88.  If Laspeyre's and Paasche's index numbers are 183.and 177 respectively then the value of
price index by Dorbish and Bowley is - '

(A) 100 (B) 140

M 180 - _ - () 160

'89.  Comment on the following statements : "Fertility rates are affected by

1. . Marriage
Mlgratmn _
M Both (1) and (2 B) Only (1)
(C) Only (2) (D) - Either (1) or (2)

90.  The component SAS/INSIGHT deals with

.(A) Operat.ions research ~ (B) Time series analysis

(C) Qulality control ,M Data mining

91.  The bivariate frequency table generated using SAS command TABLES variablel * variable2
- under PROC FREQ contains by default

(A)  Cell percent alone
(B) Row and column percentages
M Cell, row and column percentages

(D)  Cell and row percentages

92.  To carryout fnultiple regression analysis in SAS, which of the following command is used.
(A) PROCMULTIPLE (B) PROCMUL
W PROC REG (D) PROCSIM -

93. = To carryout correlation analysis in SAS, which of the following command is used?

(A) PROC COREL " PROC CORR
(C) PROC ROW - (D) PROC MEANS

i1
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‘ 4. ~ To sub-set the data in mlmtab ‘which of the followmg paths is more ap‘proprlatev
M Data s Subset worksheet '
3(B).‘ Data — Stack — Rows .
(©) * Data — Stack — Columns
(D) Data — Stack —) Blocks of CalumnS"

- 95.  In Minitab vafiable chafts for sﬁbgroups are generated using Whichiof_ the following paths? |
. GV Stat - Quality cantrol " Variable charts ' o
\W Stat —» Control charts — Varlable charts for subgroups
(C) Stat - Quahty tools - Varlable chart for subgroups ,
'(D) None of these

96.  In Minitab conversion from Numerlc to text code can be. carrled out using Whlch of the

followmg paths? -

' t‘z‘,‘

e .

(A) Stat - Code — Numeric to Text
M Data — C_dde —>‘N‘um‘er‘ic‘t.o Text N
L (©) . Edit —» 'Cdde-—)_Numeric to Text. : | T R (‘, '

D) Stat A-«) Change aata type S - : '

9T, | Whlch of the followmg is not.a loglcal functlon used in Excel? |

(A) AND ' . o ®) IF
W IFELSE -+ ® OR
}. 98 'In EXCEL two matrlces can be multlphed using the functmn
| @ MMAT . (B MATM
(O MATMUL ' o ' W MMULT

99, Sort and ﬁlter optmns are available in Excel under which of the followmg menus”
‘Data 7 ® AddIns.
© Insert . () Formulas

‘19 | STATM/17
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100. Primary data are ,
. (A) 'always more reliable compared to secondary data
(B) less reliable compared to secondary data

M ‘ depends on the care with which data have been collected
(D) depends on the agéncy, collecting the data

101. Which of the following represent data?
(A) . Asingle value _
(B) Only two values in a set ) ' ' , ‘ ' AR
A group of values in a set | ' "
(D). None of the above

102. Data taken from the publication ‘Agricultural situation in India’ will be considered as
(A) Primary data
Secondary data
(C)  Primary data and secondary data
) | Neither primary nor secondary data

.103. . When data are observed , the type of classification is known as chronological .
classification. _ :
M over a period of time (B) 1in an area-wise
© accordin'g to some attributes (D} interms of magnitude

104. The headings of the rows given in the first column of the table are called
stubs o ' (B) captions
(C) titles ' (D) head note

105, Mean is a measure of B o

\M Location - + (B) Dispersion
(C) Correlation , o | ‘(D) Regression

106. The point of intersection of the less fhan and the more than ogive cbrresponds to the
(A)  Mean : ' B Median
(C) Mode - (D) Geometric Mean

STATM/17 | 20
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- 107 In a stralght hne equatlon Y=a + bX, the constant b reperesent the
| | (A mtercept of the line ' o )
} M slope of the line- o
(C) mean

(D) - correlation co-efficient between Xand ¥

~ 108. - If the coefficients of Varlatlon of two series are 75% and 90% and thelr standard dev1at10ns
" are 15 and 18 respectwely, then their mean values are, : :

.M',(z_o,zo) S ® 620

(€) (20,5) . D) 030

109. 10is the mean of a set of 7 observatlons and 5 is the mean of a set of 3 observatmns The 2
- mean of the combmed set is given by. ' '

@ -1 o ® R
85 S D) 75 .

110, “When the correlatlon coefﬁment r=%1, thern the two regress1on hnes :
C(A) are perpendicular to each other ' \Mcommde 7 7
A{C) are parallel to each other : < (D) do not exiet",_ o : R

- 111, Mean of 100. observatlons is found to be 40. If at the time of computation two items are- |
-wrongly taken as 30 and 27 mstead of 3 and 72, then the correct mean 1s ‘ N

\9(4018 e (B) 39.82

€ 4066 . (D) 3928

112. The normal equations to ﬁnd the parameters o and ‘b’ in fitting the straight lme of the form
y=a+ bx by the prmmple of least squares are . : :

M na+ bEx Ey and aZx + bEx = Exy -
(B) -aZx+ b_Zx =Xy and aEx+bEx = Sxy
(C)y lria +bSx =Ty and alx + by - Txy

(D) na+ bSy =Ex ?dld aZx + bIx® = Txy

m
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113.

114.

115

116.

The joint probability density function of a two dimensional random variable (X, Y) is given

by, f(x, y) ={

2; 0<x<],0<y<x . o ) .
J , the marginal density function of y is
0; elsewhere . ’

@) 1-2);0<y<l | B) 20y-1);0<y<l
2(1-y);0<y<1 40) 2x;0<x_<1

If Bc A, then P(An B)=

A)  P(B)<P(A) | B) P(B)-P(A)
,/ P(A)- P(B) B (D) P(A)< P(A)
The probability of drawing any one spade card from a pack of card is
1 ‘ , 1
A — B) —
(A) 52 . B) 13

© L g

In Bayes, theorem, P(E;/A) is known as
(A)  Prior probability 4{ Posterior probability

C) Likel.ihoods' ' (D) Expectation-

Match the following with suitable option.

List I : . Listll
- (a) Both events A and B occur 1. WeA B
(b) Events A and B are mutually exclusive 2. -1
(c) Sampie space 3. AnB=¢
dy P(S) 4. S
(a) (b) (c) (d)
J 1 3 4 2
- B) 2 3 4 1
C 2 1 4 3
o 1. 2 3 4
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118. Probability distribution of X is givén by -

om0 1 2.3 4
@i 11311
| 16 4 8 4 16
* Calculate the expected value of X - o
Mz C . ® 3
S o s
- 119. If var(X)-zl,then var(_2Xi3); | -
w's o ®a I

120 If (X,Y) is a bivariate finite discrete random variable, the number of ‘values_ faken by.‘ X-Y-

iS B T I .
(A) cquhtably infinite L e W finite
) . ﬁncounta'brly infinite " (D) none of the above

121.  Recurrence relation for moments of Poisson distributionis © -~ - S
. : Lldu o ' - . dp- ” Tt
‘ . — A T . ~ ' . B o - /"L ¥ . N o ‘ .
, \‘/-’u"” [d}t , } o | B a " {dl 1} i

V (C) : Jur+1 _A'|:d ‘ —1:| : (D) Jur+i 2’1{%;;#—1} .

—

dA -dA

122.  Tor which d.‘lStI'lbuthl’l the moment generatmg function does not exist
M Student’s ¢ distribution - . g
B) ‘ Ch;-square distribution -
"(C) Binomial distribution
) | N_ormél dis',tribution N

| 123. For a bmomlal dlStrlbUtIOI‘l 1f n= 6 and if 9P(X 4)= P(X 2) then the value of Pis

@ o WO%
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124. If X is a uniform variate on the interval (-a, @), then the p.ﬂ.f. f(x) 1s given by

'(A)‘ l,~a<x<a | (B) —1—,—a<x<a
o a o © 3a
\M -L,—d<x<a : (D) o, -0<x<a

2a
125. If two independent random vériatesf X and Y are both normally distributed with means 1

" and 2 and standard deviations 3 and 4 respectively, then Z =X -V is distributed as
@ NELT S (B N, 25)

7 N1 29 | @) N@7

126. The mean deviation about the mean for normal distribution is approximately equal to

q .- 3
©) %a D) _-;-0'

127. Moment generating function of normal distribution is

. +—1"g® .
@y e o’

' i
l,ut+f2 a? : ;:!—Et!az

€ e D) e

128. Hypergeometric distribution tends to binomial distribution as

A) Nowand MoP (B) N0 and%—)P
J]\’aaoand-ﬂial’ (D)'fV—-)ooandM-—)?.P

129. The moment generating function of geometric distribution is

@ £ ® —F—
qe , 1+qe
P ' P
' D
% 1 qe, ) e D) 1- e

L}
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A130. Estimate'andestimators are . -_ R - =
. "(_A) ‘Synonyms- S . o _MDi_fferent fL . N "

© Proportional_ _‘ _ ) Inversely proportional .

131. If an est1mator T of populatlon parameter g conyerges n probablhty to 9 as'n tends to ..

1nﬁn1ty then T, issaid tobe _
(A) unblased : o (B) efficient

1 _ : L o
M consistent L | (D) sufficient

132, Let xl,.vtz, x, be a random sample from a umform populatlon on [0 1. The sufficient =

estlmator for 9 1s

A

@ T=x - B Tex
T = maxx; : : D) T-= mlnx . - ,
‘1sisn ‘_ ‘ - . 1gisn ° R o

133, If X, X, and X, is a\random samole of size 3 from a population with mean u and 'var_ience T
‘b_z . Find the"value of A such that T = —:1):(3. X+ X, +X,) isﬁunb_iased'e_stimator for 4.

;.W‘l.' L ® s
© o |

D 2

134. Comment on the followmg statement
Statement (): MLE's aré always cons1stent estnnators but need not be unblased
Statement :‘(2) - MLE’s are always. con51stent and unbiased estlmators 7 |
-' (A) “Eoth_r(_l)_ and (2) are correct ° - ‘ W (1) is correct and (2) is wrong -
€ (2)is correct and (1) is wrong- . (D) Both (1)-and (2) are wrong

135. Comment onj the following statement:

[N - Staternent'(l) © In Cauchy’s distribution ‘mean 1s a consistent estirnator for p.

R ‘ Stértement (2.) : In Cauchyfs distribution median is a consistent estimator for g. .
(A), Both _\(1) and (2) are correct (B) Both (1) and (2) are wrong
(®)) .(1) is correct but (2)is wrong M (1) is wrong but (2) is correct
= 2\‘5'7', S STATMAT
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136. The p.d.f of Pearson’s type 111 distribution is f(x, a,ff) = p x®71 ¢P* 0<x<w. What is

the value of 14 ?

@ X ® £

} a a
[24 [#4 '

e D £

«fﬁ o 5

137. If P(c1 <f<cy/t)=1-a, then ¢ and c, are known as

(A) Confidence interval (B) Confidence coefficient

M Fiducial imits . (D) Upper limits and lower limits
138.  If the sample size n is small then the distribution of z = XH s
sidn
A) N@O1) . (B) N(u, %)
© N@© o @ Not N (0, 1)

139. In the Poisson distribution the 95% confidence interval (for the large samples) for the
parameter A 1s - ' )

(A) *+258EF/n tothe order nV? (B) %+2.584s/Vn tothe order n~!'?

W ¥+£1.964x/n tothe order n™'2 : (D) X¥1+1.96 _s'/\/; to the order n''®

140.  Any function of the random sample x,, x,,....,x, say T, (x,, x,, ...x,,) 1s called

sy

.(A)  Parameter - | = M Statistic

- (Q)  Unbiased estimator (D) Parameter space

141. Comment on the following statement.
Statement (1) : In N (p, o?), the sample mean is consistent estimator of u.

Statement (2) : In Cauchy’s population, the sample mean is not a consistent estimator of .

Ay (Dis correct and (2) is wrong (B) (1) is wrong and (2) is correct
\M Both (1) and (2) are correct - (D) Both (1) and (2) are wrong"
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142. - The formula which is used for 2x2 contingency table 2 N=a+b+e+d is

d
. . B . . ) V 2 ‘ N 2
W _ N(ad +bc)* L .® N(ad - be) . |
_ {(a+b)(a+c)(b+d)(c+d) o {a-b){a-c)b-d)(c-d)
M o N(.ad--bc,)z' - . (Dj "~ N(ad +bc)*
- @b+ obrdcrd - @-bla-ob-dc-d)
' ;"143. Match the foilowirng‘: - ~
_ (a) +t- test ‘ ' L. (m-ln,-1) df
(b)) F-test 2 (r-le-Ddf
(c) Goodn'esé;. of fit | 3. (mtmy -2). df
(d) Independence of attributes 4

(n-1) df o

@ e o @

4 1 2 3
® 4. 3 2 1
# 3 1 4 2
D) 3 2 4 1

1447 Comment on the followmg statements Tor palred t-test:
VStatement (1) The sample 51zes are equal
Statement (2) The two sample observations are mdependent |
(A) Both (1) and (2) are correct - M (D is correct but (2) is wrong = “
(C) (1)is wrong but (2) 18 eorrect o (D) Both (l)rand (2) are wrong |

"145. Match the fOHowi‘n'g:A' o | - _ _
- " F-test TS

(a) ' ,_‘Population mean - 1.

() Population S.D. 2. Normal test -

(¢) " Population variances " 3. Chi-square test

(d) Population proportion C 4. t-test

@ B O @

Ay 4 2 -3 1

® 4 1z 3

4 3 1 2
“My 4 . 3 2 1 ’
- 27 - . STATM/IT
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1486. hypothesis is the hypothesis which is tested for possible rejection.
(A} Complementary hypothesis (B) Alternative hypothésis
W Null hypothesis (D) Composite hypothesis
147.  In properties of likelihood ratio test, under certain conditions, —-2log, 4 has an ‘asymptotic
M chi-square distribution (B)  F-distribution
- (C)  normal distribution o " (D) student’s‘t’ distribution
148, The square of a standard normal variate is known as a
(A) Gamma variate : (B) Log normal variate
(C) - Cauchy variate : % Chi-square variate
149. Critical region is also known as
(A)  Level of significance ' M Region of rejection
- (Cy Sample space . (D) Acceptance region
150. Probability of first kind of error is called the ————— of the test.
(4) Power - 7 Size
(C)  One tailed test (D) Critical region .
151.  The range of y* variate is
A) - to+o ' sﬂfomén
(C) -0tol D) -»to0
| 152. A finite subset of statistical individuals in a population is called a
(A)  population : | ' wsample
(C)  sample size . (D) parameter
153. The standard deviation of the sampling distribution of a statistic is known as
(A) sample proportion ' (B) sample standard deviation
~ standard error (D) ‘coefficient of variation
STATM/17 | | 28
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In the statrstmal analys1s of data of a randomlzed block deS1gn w1th b block and ¢
. ftreatments the errox degrees of: freedom are :

W bty T ‘*; ®) 11 o Lo

L©  bi-l - - :_" qﬁf’(b n(t—n
185,

156 -
- notat1ons is *

‘W'[m(R-+C+T)-2.S_]I(nL—_l)(m—2l- (D)~ m(R+C+T ZS)l(m -1)
A S L |

18T

a7
et :

.'InaLatln square demgn number of treatments and number of rephcatlons are - . ;-
() dlfferent ] o "(®B) notnecessamlyequal Do

M e.Qual.,_ Lo _ (D) rarelyeQual '

I Y

The formula for estnnatmg one mlssmg value in a. m x m Latm square desrgn w1th usual

_(A), (R+C+T S)/(m 1)(m—2) ' ;('B)' m(R+C+T S)/(m—l)z(m 2)2

The Jayout

. stands for

" (A) - Randomlzed block de31gn' - - ® Factomal des1gn

158,

189,

w Latin square des1gn - T . _(D) Completely random1sed de31gn
' . ' . 7/ . . L. .

v

Asmgnablecausesare R - o
(A) . beyond the human control L M controlled by human endeavours T-

' '.(C)_'". ; uncontrollable _blas T . - (D) natural var1atlons Lo ,

: "Two contrast of the. same treatments are sa1d to be orthogonal 1ff

“(A) ¢ 'they are at r1ght angles

) ‘4.' (B) : " Both of them have equal coefﬁments but oppos1te in 51gn '

: (C) ‘both of them have same coefﬁcrents of the treatments

- '\W - the sum of the cross, product of the coefﬁc1ents of the same treatment is zero | .. ST

it
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' : - "+ [Turn over



. 160.  Let Xl,Xz,...,XN deriote. a random sample from normal N(0, o?). Let the sum of the -

+ squares of these values be Z,Xf =Q +@Q, +..+6Q, where Q=1 to k) is a quadratic *
: = ' . '

form in X,,_Xz,...,Xn. with rank ‘r;’. The r.vs Q. Qz,.'..Qk are mutuaHy indepen.dent.th'en
Q;/ o® follows ' ' ' '

(A)  F-distribution with (r;, r,) d.f.

Ca=l

' : T : " | .
o M.f- d.istributioniwjth rj'd.f. iff er =n

(©) - distribution with r, d.fiff D r;>n

©g=l - -

- (@) z*- distribution with r; d.f. iff er <n

=1

161.- Consumér’s risk is the prébabiljt_'y of
. (A). reject the ._lo_t‘when it is good - .
W accept the lot when it -is‘bad-
(C) | rejecf the lot when it is .bad |
(D)  accept the lot when it is good‘

_ 162.© Comment on the following statements :
“The control chart for'véri‘a.bleg is |
1. }—(-chart._'
2. R- char_t.”. ‘
7 both (1) and (2) | C® only()
© .only@ A 7' (D) either (1) or (2)

LY

. 163. Expected time for each activity can be corhpufed using the formuia

| ‘-tp."to 2 | T - | : to_zp 2 
(A) te_—( - ] | ',(B)'- te:[-e ) .

. ST +1, +-t.m ' o STPVTIRS
© g =trtell N D i i)

1
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164.

.o

: vaen the values of Ranges of 12 samples (subgroup size n= 5) S

‘ Range 45 48 62 48 36 81 .78 42 69 34 48 75

Construct UCL of R chart ngen and 1t is g1Ven by D = 2 11

iy ammsoe . T o s a0

C©. 185904 0 0T (D) 128904 ¢

165.

166.

167,

’

- 168.

In a smgle samphng plan the probabﬂlty of acceptance for the mcommg lot- quahty p’, is’
B [Np][N Np) L ' . . '
P (p) xgﬂ | ) \sfhen'p<.10 .and.-&—f.lp, “It_he aboye,}prcbahlfhty,follow_s |
‘an‘d n— sarnple size, N -not size _ .
(AY Blnomlal dlstrlbutmn ’ (B) .Normal djstrihution
\l Porsson d1str1but1on A (0 _‘._Ge',ome_tr@c'distrihut_ionr‘ '
For a smgle samphng plan {N n, c} callmg for 100% mspectmn of the re;ected lots the .

i

w/ 40Q= P(N ”)Pu:) ;;gs>' AcQ -‘P(J:‘n' jac»

. The 3cr - control hnuts for fractlon defectlve (p) chart when standards are not spemﬁed is -

® p ®. Ft 51 R

(D) p i3\/p(1 pi

_ Acceptance samphng plans refers to

A . Process Control - * \MProduc@ontrol

i © -'Mpaiﬁed'COntrcl: R .,_r' 7 (D) Random Control

P N

Average outgomg quahty AOQ is gwen by

*

]P R | AOQ . (TJP o).

\(C) AOQ P(

81 . T STATMAT
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169." Ina 31mplex method, wh11e solvmg L P P of max1mlzat10n type the condrtron of optlmahty
. test that the solutlon to be optimum is.

M(z ~¢)20 o ®) t(z,.-—-cj)@'o"'

(Q) (zjfc])éo | o ‘.-‘ (D) '(z_j—cj)+1>0 7‘

'1.70. - In a balanced AsSignment p_roblem the decision varlable will take values as
@ %20 o P =00l

© =1 (D) xgy=gord

iy

171. Time series analysis is used to detect ~—————— in statistical information over regular o

intervals of time. " - _
(A) Mean . . S (B) Variance .
(C) ~ Change “ o W Patterns of change -

B 172.- ‘The percent of trend should not be used for: predlctmg future .
B (A) Seasonal varlatmns '

W Cyclical variations-
- (©) Irregular variations

D) Secular trend _‘ ) | o EE o S P

'173." Suppose you are consudermg a time series of data for the Quarters of 2015 and 2016 The
Third Quarter of 2016 would be coded as : ‘

Aa) ' - . B3

«er . o

174. Assume that you have been given quarterly sales data foras year perlod To use the ratlo to
' movmg average method of computing seasonal index, your first step would be '

(A) - Compute the 4—quarter rnovmg average |

(B) Discard highest and lowest value for each quarter
W Calculate 4- quarter movmg total

(D) - None of these .

T
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175. In simple exponential growth curve the equation % = ab‘ logb the rate of growth continue

upto certain leve] called _
'(A) Level of momentum ' (B) Level of retarding-
W Level of saturation ' (D) Level of transition

.176. Comment on the fbllowing statements
| Statement (1) :  Secular trend refers to the long-term movement o
Statement (2): When we shift the trend origin the value of b remains the same
' (A) . (1) is correct and (2) is wrong
(B) (1)is wrong and (2) is correct
W Both (1) and (2) are correct : . .
(D) Both (1) and (2) are wrong ‘

|

|

~177. A method full of subjecti\}i'ty to find out the trend line is
(A) Moving average method

(B) Free-hand method

) W Semi;average method
(D) Ratio-to trend method

178. Ratio-to-Trend method is also known as
W Percentage-to trend method
-(B) Link relative method
(C) Moving ayérage method

(D) Simple average method

179. A ‘time series is a set of values arranged in —————— order.
(A) Geographical , - (B) Qualitative .
(C) Quantitative W Chronological

180. " The equation y = a+ bx + cx® represents o
(A) Hyperbola 7 ) .(B) Cardioid
"V Second degree parabola (D) Cubic parabola

1
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181. Sex Ratio is'defined as the

@) Pale 1000 ’ af female 1000
female o : male

Lo “male T female S

(C — x 1000 L (D) — x1000 -
total population - .- total population”

182. The registration of birth, death and marriages.are -
(A) A part of medica_l. research. -
Census '

M A legal document

(D) Pilot survey

183. Time reversal test is classified when _ .
(A). Pyx@u=1  °~  (B) Byx@=!
e .W'mepio':i - - g D) “QJOXQO;:l

184. In aggregate expendlture méthod, cost of hvmg 1ndex formula is equal to
- (A)  Fisher's Ideal 1ndex _ |

(B) _Paasches index number _
- (C) Eowley’s'index number |

M - Laspeyre’s price index number

185. In index nun'lbelr, base shifting in New base‘Index number s
@) Old index no. of New ba_ee year
' Previous year fixed base

x 100 _ N .

.® Current year's fixed base index number -
Previousyear ﬁxed base 1ndex number

J Old index number of current year y 100 _ S - L o
Old index number of new base year - o o

» 100

(D)  Current year price x Prevmus year price o : "

LLi
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,.1'8'6‘.
187,

L 133

- (O s 1ncorrect but (2) 1s;correct

189,

.‘(a) -Time te?eréall'test‘._

To measure changes in total monetary worth, one should calculate a
7

(A - - Price’ Index e (B); Quant1ty 1ndex -

M Value 1ndex : T (D) None of these”

AR

The ——— comblnes pr;ce and quant1ty changes to present a more 1nformat1ve mdex

o (A) - Price 1'nclex S (B) Compos1te lndex.. o
© . Q_.llantif;y.‘i.nde'x"' E ) anlue index

R L e

.Comment on the followmg statements regardmg cost of hvmg 1ndex.:.- RN I ",' :
LR ;10 o
ZPOQO )

208, 100
ZPoGy -

Statement 1 (Aggregatwe e:tpendlture metho_d) =
X .Statement 2 (Famlly budget method)

@ Both (1) and (2) are correct |
M (1) is’ correct but (2) is 1ncorrect

D) Both (1) and (2) are incorrect - o o o

'Match the followin'g-:' '

1 2B 50

S Zpoqo

ZP1Q1 i

o "ZPodo 7

(0 Laspeyre's method . 3. - Zpg x100
. ' , o ‘ Zpa%

(d) Paasche's'metho.d-" 1-"4‘.. pmxpm‘_l o IR

(b) -Factor ievér'sal"teét, Tog

7(‘3) : :. (b) © (d) o
@ 4-.1 20 3
® 4

[CI TR X

(D) ‘. :

I TP S SO

S es STATM/17

o
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1190.  Pivot tabrle option 1s avai_lablé in Excel under which of the_ folldwing nmenus?

(&) Data

(D) Formulas '

191. T.DIST in Excel returns the N
_ M Left-tailed probability of student's t-distrib‘utibn
| ‘(B) nght tailed probability of student's t- dlstrlbutlon a
© (0 Two- talled probability of student 8 t-d1str1but1on
Dy Value in the interval [0, 1] ' N

192. What-If analy31s in Excel is avaﬂable in which of the fo]lowmg menus" -

W Data

B Functlon :
" (©) - Formula® "
(D)" Inset't |

193.- Tﬁe range of arguement of ASIN function in Excel is

M“[—L ]

\

(A) Insert
\M Data
- (C) View o
_(D) ‘A‘Revmw

STATMAT - . 38

194, The option of remoﬁng_ dﬁplibates- in Excel is available under which of the following mehﬁ_s?' ‘

B




195. The syntax used to create a two- -way table and its correspondmg chi- -square. test in SAS;
under proc freq is given by , — -
(A)- twoway varl*var2/ expected chlsq ; ‘
(B)  cross tab varl+var2
" (C) chisq varl*var2 = «

W tables varl*var2 / expected chisq ;

196. .spv extension in SPSS refers to 5 -
@ Output files . ® Inputfiles
(C) Program files : - (D) Syntax files

197. For variables value Iabels can- be added in SPSS under varlable vxew in the '.

column .
(A) Label o (B) Measure

Values : : v (D) .’I‘ype

198. In SPSS variable properties can be changed under
~ (A) Dataview . i Variablé view
(C). Both views | . (D) None of these .

_199'. Simple and multiple reglessmns can be carried out in SPSS usmg which of the followmg
paths?
(A) . Analyé.e - Regreesion - Simple ]
(B) Analyze - Regression — Multiple u
(C) Analyze — Regression —.Ordinal : - ‘ o

M Analyze — Regression — Linear

+

20.0.. To ﬁnd out frequency dlStI‘lbuthn in SPSS, which of the following paths is more appropr:ate"
W Analyze — Descnptwe statistics = Frequencies
(B) Analyze —» Frequency distribution - e
(C)  Analyze — Frequencies — Descriptive Statistics

D) Analyze — Data - Frequencies

1t
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